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Problem settings 

Pathological complete remission (pCR) is a good measurement to describe whether a 
patient achieves favorable outcomes after a few chemotherapeutic treatments [1]. 
Chemotherapy itself has serious side effects including vomiting [2], seizure [3], and 
psychological distress [4], etc. So it’s essential to evaluate the prognosis before the 
chemotherapeutic treatments. The subtypes LBP and LBN have 17 and 15 positive samples 
(pCR=1), respectively. Another subtype HER2 has 23 positive samples (pCR=1). And the 
triple negative breast cancer (TNBC) has 24 positive samples. 



 

 

This study tries to predict the measurement pCR using only the data of the first three 
chemotherapeutic treatments. Two problem settings were utilized for this binary 
classification problem, because the clinicians usually determined two values 0 or 1 for pCR. 
Firstly, a binary classification model was optimized using the breast cancer nodal sizes of 
the first three chemotherapeutic treatments. Secondly, the nodal sizes of the next three 
treatments were predicted using the regression algorithms and then a binary classification 
model of pCR was optimized using the real data of the first three treatments and the 
predicted data of the next three treatments. 

 

Binary classification algorithms and performance 

measurements 

Six representative classification algorithms were chosen to build the binary classification 
model of pCR, i.e., SVM (Support Vector Machine), KNN (k nearest neighbors), NBayes 
(Naïve Bayes), DTree (Decision Tree), RF (Random Forest) and XGB (extreme gradient 
boosting). 

SVM (Support Vector Machine) searches for a separating plane between two groups of 
samples in the space of the chosen features and is specially optimized for a binary 
classification problem [5]. KNN (k nearest neighbors) assigns a sample to the class with 
the largest number of neighbors among the top k nearest ones [6]. NBayes (Naïve Bayes) 
calculates the probability of a sample in each class and the final decision is determined by 
the highest probability [7]. 

Tree based classifiers have the inherent property of easy interpretabilities and DTree 
(Decision Tree) is the simplest tree based classifier [8]. RF (Random Forest) summarizes 
the decisions of multiple weak tree classifiers and usually generates a very good 
classification performance [9]. 

XGB (extreme gradient boosting) is a recently developed ensemble algorithm that 
intensively summarizes the decisions of multiple weak tree classifiers [10]. XGB achieved 
very high ranks in many recent machine learning competitions [11]. 

The binary classification model is usually evaluated by the following performance 
measurements [12-14]. The correct prediction percentages of positive and negative samples 
are evaluated by the sensitivity Sn=TP/(TP+FN) and the specificity Sp=TN/(TN+FP), 
respectively. The accuracy is defined as Acc=(TP+TN)/(P+N). A balanced accuracy 
Avc=(Sn+Sp)/2 is defined to fairly evaluate an unbalanced dataset. The Matthew’s 
Correlation Coefficient MCC=(TP×TN-
FP×FN)/sqrt((TP+FP)(TP+FN)(TN+FP)(TN+FN)) is a measurement with [-1, 1], where 
sqrt() is the function squared root [15, 16]. The measurements mAvc and mMCC were 
defined as the maximal values of Avc and MCC among the six classification algorithms. 



 

 

All the performance measurements were calculated by the stratified 5-fold cross validation 
strategy, and are better with larger values. The experiments were implemented by the 
Python version 3.6.1. The running environment is an Inspur Gene Server G100, with 
256GB memory, 28 Intel Xeon® CPU cores (2.4 GHz), and 30TB RISC1 disk space. 
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